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Abstract 

Synchrotron X-ray powder diffraction data have 
been collected on mixed-valence gallium dichloride, 
GatGanICl4, at several wavelengths between 1.2481 
and 1-1957 ,~, the latter being very close to the Ga K 
edge. A significant difference in the f '(E) curves is 
observed between the Ga x and Ga nx sites, within 
10 eV of the edge. This result is consistent with an 
oxidation-state shift of up to 8 eV, with the Ga ~ edge 
at a lower energy, but may also reflect a difference in 
the forms of the f '(E) curves for Ga i and Gam in the 
vicinity of the edge. 

Introduction 

The availability of tunable synchrotron X-ray 
sources has opened up many new possibilities for 
diffraction studies, particularly in relation to the use 
of anomalous scattering. A number of experiments 
have been carried out to determine the wavelength 
and scattering-angle dependence of the anomalous- 
scattering corrections, f '(E) and f"(E), especially 
with single crystals, and the use of powder diffrac- 
tion for such experiments has been demonstrated for 
Yb203 (Will, Masciocchi, Hart & Parrish, 1987). In 
addition, there has also been some work on the 
anisotropic nature of such corrections (Templeton & 
Templeton, 1982, 1985). The solution of protein 
structures is probably the most common application 
of anomalous scattering in crystallography, but a few 
applications outside this area have also been 
reported. Some involve the use of single crystals, for 
example the refinement of cation occupancies in 
situations where several species occupy the same 
crystallographic site, as in the 2212 Bi-Sr-Ca-Cu 
superconductors (Lee, Gao, Sheu, Petricek, Restori, 
Coppens, Darovskikh, Phillips, Sleight & 
Subramanian, 1989). However, there is a growing 
emphasis on the use of powder methods, which offer 
an attractive alternative in cases where suitable crys- 
tals are not available, and are less prone to beam 
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instabilities and instrumental alignment problems. 
Recent examples include the study of elemental dis- 
tributions in Fe0.sCo0.48V0.2 (Williams, Kwei, Ortiz, 
Karnowski & Warburton, 1990), Lao.9Gdo.9- 
Sr0.2CuO4 (Kwei, Von Dreele, Williams, Goldstone, 
Lawson & Warburton, 1990) and doped YBa2Cu307 
(Howland, Geballe, Laderman, Fischer-Colbrie, 
Scott, Tarascon & Barboux, 1989), the refinement of 
independent temperature factors for species on the 
same cation site in yttrium-doped ZrO2 (Moroney, 
Thompson & Cox, 1988), and distinguishing between 
elements of similar atomic number in EuSm204 
(Attfield, 1990). Such information can sometimes be 
obtained by the combined analysis of neutron and 
conventional X-ray data, but the role of neutron 
diffraction is limited in some cases by absorption or 
lack of contrast. Multi-wavelength X-ray experi- 
ments are free of such limitations and offer the 
possibility of element-selective diffraction for all but 
a few elements of low atomic number. 

A recent and exciting development in the use of 
anomalous scattering with powders is the examina- 
tion of the ordering of atoms in different oxidation 
states. This relies upon the rapid variation in f '  and 
f "  as a function of X-ray energy near an absorption 
edge, combined with a shift in the edge for different 
oxidation states. This shift is typically a few eV, 
sufficient to produce a measurable difference in 
anomalous-scattering factors for the different 
oxidation states if the experiment is performed at an 
energy near to an edge. Experiments of this type 
have been carried out at the Lin edge of Eu in EU304 
(Attfield, 1990) and at the K edge of Cu in YBa2- 
C u 3 0 6 +  x (Kwei, Von Dreele, Williams, Goldstone, 
Lawson & Warburton, 1990). However, care is 
required in the interpretation and quantification of 
such measurements in terms of a simple valence 
model, and we have therefore chosen to carry out a 
detailed study of the well characterized mixed- 
valence compound, GaxGanxcl4 (Garton & Powell, 
1957; Schmidbaur, Nowak, Bublak, Burkert, Huber 
& Miiller, 1987), in which the Ga ~ enjoys eightfold 
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dodecahedral coordination and Gam is tetrahedrally 
coordinated. Our results illustrate some of the diffi- 
culties that are involved in experiments of this type. 

Experimental 

GaC12 was prepared by the reaction of Ga metal and 
dry HgC12 in a sealed Pyrex vessel at 453 K. The Hg 
produced was decanted into a side arm and removed. 
The resulting GaC12 was ground under an inert 
atmosphere and the white powder was packed into a 
0.3 mm diameter glass capillary, which was 
immediately sealed. This procedure is necessary to 
prevent the decomposition due to hydrolysis; in 
addition, the use of a capillary, rather than a flat- 
plate sample, minimizes preferred orientation effects. 

The data collection was carried out using the 
powder diffractometer on beam line X7A at the 
National Synchrotron Light Source, Brookhaven 
National Laboratory. An Si(111) channel-cut mono- 
chromator was used to provide tunable monochro- 
matic radiation with an estimated bandpass of 2 eV. 
Several different instrumental configurations were 
explored for data collection, including the use of a 
0.04 ° receiving slit in front of a solid-state detector, a 
Ge(220) analyser crystal and a solid-state detector, 
and Ge(220) or LiF(200) analyser crystals placed in 
front of a scintillation counter. In all cases the 
sample was oscillated by 10-20 ° during data collec- 
tion. Initially, the solid-state detector was not avail- 
able and a Ge(220) analyser and scintillation counter 
were used. This gave excellent resolution and peak- 
to-background discrimination, but it was found that 
this configuration produced data showing signs of 
poor powder averaging. The very small acceptance 
angle of the analyser crystal (0.003°), combined with 
a rather large particle size, lead in some instances to 
a poor sampling of crystallite orientations, even with 
sample oscillation. When the Ge(220) analyser crys- 
tal was replaced by an LiF crystal for the collection 
of a series of low-angle peaks showing high sensi- 
tivity to f ' ,  data of better reproducibility were 
obtained, albeit with significantly lower resolution, 
the larger acceptance angle of the LiF(200) reflection 
(0.02 ° ) helping to give improved powder averaging. 
The subsequent availability of a Peltier-cooled solid- 
state detector (resolution 300 eV FWHM) allowed 
the collection of high-quality data using a single slit 
with an acceptance angle of 0.04 ° . Here the large 
acceptance angle of the slit eliminated problems with 
powder averaging. The solid-state detector and slit 
arrangement gave the best combination of count 
rate, resolution and peak-to-background ratio, the 
superior energy resolution of the detector being 
especially valuable in discriminating against Ga Ka 
fluorescent radiation close to the Ga edge. Details of 
the data sets, which comprise several extended scans 

Table 1. Details of data collection at different 
wavelengths 

A (A) Energy (eV) Angula r  range (°) 
1.2481 (1) 9933.9 10.20-10.80 

19-00-20.20 
20-80-21.40 

1.24783 (5) 9936.1 10-00-55-38 Silts + SS 0-01 
1.24768 (5) 9937-3 10.00-50.49 Ge + SC 0.005 
1-2224 (1) 10142-8 10-00-10-60 LiF + SC 0-01 

18.80-19.80 
20.40-21.00 

1.2023 (l) 10312-4 9-80-10-40 LiF + SC 0-01 
18-30-19.50 
20-00-20-60 

1.19761 (7) 10352.8 9.70-10.32 Slits + SS 0.01 
11-60-12.16 
13.54-14-64 
18.23-19.30 
20.04--20.60 
21.42-23.15 

1-19756 (5) 10353"2 9'00-14'00 Ge + SS 0-005 
18.06-41.885 

1.1974 (1) 10354.6 9.80-10-40 LiF + SC 0-01 
18.20-19-40 
19-90-20.50 

1.1968 (t) 10359-8 9.80--10.40 LiF + SC 0.01 
18.20-19.22 
19.90-20.50 

1-19639 (5) 10363.3 9.50-50.56 Slits + SS 0-01 
1.19614 (7) 10365.5 10-00-50-89 Ge + SC 0.01 
1.19568 (5) 10369.5 9.00-51.72 Slits + SS 0.01 

*Ge /L iF  - a Ge(220)/LiF(200) crystal scat ter ing into the detector;  SS - 
sol id-state detector;  SC - scinti l lation counter ;  Slits - a receiving slit used 
instead o f  an analyser  crystal. 

Detec tor*  Step size (o) 
LiF + SC 0.01 

and a number of shorter ones over selected peaks, 
are given in Table 1. 

For data collection close to an absorption edge, it 
is clearly important that fluctuations in energy due to 
factors such as the movement of the source and 
crystal heating effects should be as small as possible. 
Past experience, based on repeated calibration with 
an Si standard over a period of several days while 
working in the vicinity of the Ga K edge (10 370 eV), 
indicates that the long-term fluctations in energy are 
less than 2 eV under the experimental conditions 
used. Such a change would have no measurable 
effect on the intensities, except that due to small 
changes in anomalous scattering, although there 
could be small shifts in the peak positions of less 
than 0.01 ° over the course of an extended scan. 
However, no indication of any such shifts was 
noticed in our data analysis. 

Before commencing the data collection, the 
absorption-edge position was determined approxi- 
mately by carrying out a monochromator scan 
through the edge with an ionization chamber placed 
behind the sample. The on-edge data collections were 
performed at slightly higher energies than the bottom 
of the observed absorption feature. For the full data 
sets, the wavelength calibration was carried out using 
an Si standard, but the wavelengths for the partial 
data sets were determined from the measured lattice 
constants of GaCl2. The precision of the calibration 
procedure was about 0.5 eV for a measurement 
involving the Ge(220) analyser crystal, and slightly 
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lower for the other arrangements. Data collection 
proved to be impracticable at energies slightly higher 
than 10370 eV due to greatly enhanced absorption 
by the sample. 

Rietveld analysis of the data was carried out using 
the Generalized Structure Analysis System, GSAS 
(Larson & Von Dreele, 1987). Neutral-atom scat- 
tering factors were used for all atoms after initial 
refinements using f(Ga) and f(Ga 3÷) for the Ga ~ and 
Ga III sites, respectively, showed a difference in f '  for 
the two cation sites, even for data sets collected well 
away from the absorption edge. GSAS offers the 
possibility of simultaneously refining a model against 
all the available data sets. In practice, we chose to 
refine a single structural model against all of the data 
sets that contained sufficient Bragg peaks to allow 
independent refinement of separate f '  for the two 
cation sites. In addition, a number of partial data 
sets collected with the LiF analyser crystal were used 
in the refinement of a model wi thf '  constrained to be 
the same for both cation sites, using the structural 
model derived from the complete data sets. The 
structural starting model was obtained from 
Schmidbaur, Nowak, Bublak, Burkert, Huber & 
Miiller (1987). In all of the refinements, f "  was fixed 
at the value reported for GaAs (Fukamachi, Hosoya, 
Kawamura & Okunuki, 1977) corresponding as 
closely as possible to the refined f ' .  This was done 
because free refinement o f f "  was either unstable or 
gave physically unreasonable parameters, due to 
the low sensitivity of the powder diffraction method 
to f " .  

For the extended off-edge data sets at 9936.1 and 
9937.3eV, an initial refinement of all atomic 
coordinates, f ' (Ga I) and f'(Gam), and the isotropic 
thermal parameters, Uiso, showed that the thermal 
parameters correlated strongly with f ' .  With f '  fixed 
at the Cromer & Liberman (1970, 1981) values, an 
independent refinement of Uiso'S gave an almost 
identical goodness-of-fit and a poorly defined set of 
temperature factors. The problem of excessive corre- 
lation between f '  and Uiso'S has been noted elsewhere 
and has been handled by fixing Uiso using informa- 
tion other than the X-ray data. Kwei, Von Dreele, 
Williams, Goldstone, Lawson & Warburton (1990) 
used temperature factors obtained from time-of- 
flight neutron diffraction data, which typically cover 
a large range in sin(0/a) and allow the determination 
of precise Uiso'S. Attfield (1990) fixed the temperature 
factors at a resonable value in his refinement of 
Eu304, this is to be avoided if possible due to the 
sensitivity of the derived f '  values to the choice of 
temperature factors. In order to circumvent this 
problem in the present work, the temperature factors 
from the single-crystal structure determination of 
Schmidbaur, Nowak, Bublak, Burkert, Huber & 
M/iller (1987) were used in our refinements, even 

though their data were collected at the slightly lower 
temperature of 238 K. This appears to be a reason- 
able approach since the refined values o f f '  for the 
different cation sites are in close agreement for the 
off-edge data sets, as one would expect for a correct 
choice of relative temperature factors. No absorption 
correction was applied to any of the data as it was 
found that, over the sin(0/a) range used, the absorp- 
tion correction varies only slightly with angle and 
correlates highly with the scale factor; it was there- 
fore sufficient to refine only the latter. 

Results and discussion 

The atomic coordinates obtained from the full data 
sets are compared with the single-crystal results of 
Schmidbaur, Nowak, Bublak, Burkert, Huber & 
Miiller (1987) in Table 2, and selected bond lengths 
and angles are compared in Table 3. Some profile fits 
and difference plots are shown in Fig. 1. Our atomic 
coordinates are not in particularly good agreement 
with the single-crystal findings. In part this may stem 
from the different temperatures that were used for 
the experiments, but an analysis of the coordinates 
derived from independent refinements with the sepa- 
rate powder data sets suggests that the e.s.d.'s may 
be underestimated by a factor of 3-5. This is also 
consistent with the results of half-normal probability 
plots (Abrahams & Keve, 1971). However, an inspec- 
tion of the bond lengths confirms that the structures 
are nevertheless in reasonable accord. 

The final values o f f '  from all the refinements are 
given in Table 4. The most striking feature of the 
results is that, while the difference between the 
refined values o f f '  for Ga ~ and Gam is negligible for 
the extended off-edge data sets, it is large (up to 
- 3  e) and significant, even allowing for an under- 
estimation of the e.s.d.'s, for data sets collected 
within approximately 10 eV of the edge (Fig. 2). This 
can be broadly interpreted as stemming from an 
absorption edge shift between the two cation sites, 
with the Ga I edge at lower energy, as expected. The 
values from the partial data set refinements can be 
considered to represent the general behaviour of 
f ' (E) for gallium, since there is little difference in f '  
for the two gallium sites away from the edge. 

In order to extract the maximum amount of 
information from a study of this type, a knowledge 
of the behaviour o f f '  and f "  in the region of the 
absorption edge is required. If reliable values are 
available, then it should be possible to estimate the 
relative X-ray absorption-edge positions. Theoretical 
values for the energy dependence of anomalous- 
scattering factors have been calculated by Cromer & 
Liberman (1970, 1981), and experimental values are 
available for a limited range of elements. 
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Table 2. Comparison between atomic coordinates of 
GaC12 from the present work and those of Schmidbaur 

et al. (1987) 

The structural model from the joint refinement, with temperature factors 
constrained to those o f  the single-crystal study (below) 

Pnna; a = 7.2235 (5), b = 9.7211 (6), c = 9.5421 (6) ,~ 

s ~ y ~ Gam 0-2 0'0 0.1825 (2) 
Ga t 0-6759 (2) 0.25 0.25 
CI(1) 0-3271 (3) 0.1762 (2) 0.0576 (2) 
C1(2) 0.0093 (2) 0.0419 (2) 0.3142 (2) 

Individual  profile R factors from the overall powder  refinement 

A (A) 1-24783 1.24768 1.19761 1 .19756 1.19639 1.19614 1.19568 
E (eV) 9936 .1  9937.3 10352-8 10353.2 10363.3 10365-5 10369.5 
R~p (%) 10-5 23.7 10.1 15-5 8.0 24.5 5.7 
Rp (%) 8.5 18.2 7.8 12-2 6.5 19.7 4.6 
R~ (%) 7.5 14.2 4.1 9.9 10.9 16.8 17-6 
Overall a -z = 1.99 

The structural mode l  from the single crystal data o f  Schmidbaur  e t  al. 
(1987) 

Pnna; a = 7.200 (1), b = 9.625 (1), c = 9.498 (1) A 

y z u,,o {Ab  x 

Ga m 0-25 0'0 0.1831 (1) 0-016 
Ga ~ 0.6771 (1) 0.25 0.25 0"030 
CI(1) 0.3313 (2) 0.1767 (2) 0.0541 (1) 0.025 
C1(2) 0.0092 (2) 0.0438 (1) 0-3155 (2) 0.024 

Table 3. Selected distances (A) and bond angles (o) 
obtained from the powder experiment compared with 
those of the single-crystal study by Schmidbaur et al. 

(1987) 

Powder results Single crystal 
Ga"L-"CI(1) 2.159 (2) 2-177 (1) 
Gam--Cl(2) 2' 184 (2) 2" 182 (2) 
GaL-CI(1) 3.199 (2) 3-187 (2) 
GaL--CI(I) ' '  3.213 (2) 3.174 (2) 
GaX-----Cl(2) '" 3.197 (2) 3.170 (2) 
GaL-CI(2)" 3.204 (2) 3.191 (2) 

CI(1}--Gam---CI(2) 112.0 (1) 112.8 (I) 
CI(1}---Ga"'--CI(I)' 113.0 (1) 111.4 (1) 
CI(2)--Gam---CI(2) ' 109.7 (1) 109.7 (1) 
CI(1}--Gam---CI(2) ' 105.1 (1) 105.2 (1) 

In the case of gallium, experiments have been 
carried out to determine f'(E) at the Ga K edge of 
GaAs and GaP (Fukamachi & Hosoya, 1975; 
Fukamachi, Hosoya, Kawamura & Okunuki, 1977), 
but the interpretation of our results on the basis of 
their values of f '  has to be approached with some 
caution. The magnitudes of our observed values o f f '  
for Ga I, close to the edge, are significantly different 
from those reported for Ga in GaAs, where the 
minimum value o f f '  is - 10.6 e, determined with an 
experimental resolution of 1 eV (Fukamachi, 
Hosoya, Kawamura & Okunuki, 1977), as shown in 
Fig. 2. This could be due to differences in the 
near-edge structure. If the f'(E) curves for Ga I and 
Ga In in GaC12 are assumed to be the same shape, the 
observed differences in f '  between the Ga ~ and Ga In 
sites would require an absorption-edge shift of  about 
8 eV. However, we cannot rule out the possibility 
that the Ga I curve is somewhat deeper than that of 

Ga In , in which case the edge shift would be consider- 
ably less. 

Preliminary photoelectron spectroscopy results 
(Shen & Wilkinson, 1989) show that the relative shift 
in edge position for states with a binding energy of 
less than 1240 eV is only about 1.8 eV, and that Ga I 
is indeed more readily ionizable than Ga nl. By com- 
parison, the difference between Ga metal and Ga203 
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Fig.  l. O b s e r v e d  (dots ) ,  ca l cu la ted  ( s m o o t h  curve)  a n d  d i f ference  
prof i les  for  GaCI2 at w a v e l e n g t h s  o f  (a) 1.2478, (b) 1.1964 and  
(c) 1.1957 A. Ref lec t ion  m a r k e r s  are a l so  s h o w n .  
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Table 4. Refined values o f f "  for GaCI2 at different 
energies 

E (eV) f ' ( c o n s t r a i n e d )  
9933-9 - 3.8 (3) 
9936. I 
9937.3* - 3.8 (2) 

1 0 1 4 3 " 8  - 4 " 1  (3 )  

1 0 3 1 2 . 4  - 5 .8  (2 )  

10352'8 
10353-2 
10354-6 - 8"9 (2) 
10359-8 - 8"3 (1) 
10363"3 
10365"5 
10369"5 

f ' ( G a ' )  f ' ( G a ' " )  

- 3 - 4  (I) - 3 . 3  (1) 
- 3.9 (2) - 3.8 (2) 

- 7 . 5 ( 1 )  - 7 . 1  (1 )  

- 7 . 2  (1) - 7 . 2  (I) 

- 10.5 (1) -8 -8  (1) 
- 10.6 (2) - 8 . 7  (3) 
- 12.9 (i) - 9 . 7  (2) 

* T h e  la t t ice  c o n s t a n t s  f r o m  this  d a t a  set  were  used  fo r  w a v e l e n g t h  
c a l i b r a t i o n  fo r  all t he  r e p o r t e d  r e f inemen t s .  

is about 1.9 eV (Sch6n, 1973). However, photoelec- 
tron spectroscopic data are not a reliable guide to the 
magnitude of an oxidation-state shift at the X-ray 
absorption edge because the near-edge features in an 
X-ray absorption spectrum correspond to transitions 
to bound states rather than the production of a 
photoelectron. An estimated absorption-edge shift of 
8 eV is by no means inconsistent with the photoelec- 
tron spectroscopy data; indeed, it has previously 
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Fig. 2. The variation of f '  with energy, showing Cromer & 
Liberman values (dotted line) shifted to match the edge 
position, average values from GaCI2 (squares), f'(Ga I) (circles), 
andf'(Ga m) (triangles). The inset compares the present findings 
with the values for GaAs reported by Fukamachi et al. (1977) 
(solid line); the latter curve was again shifted to match the edge 
position. 

been noted that X-ray absorption-edge shifts are 
often much larger than those observed in photoelec- 
tron spectra (Manthiram, Sarode, Madhusudan, 
Gopalakrishnan & Rao, 1980). 

For a more detailed interpretation of oxidation- 
state contrast measurements, reliable data on the 
expected behaviour of f '(E) and f"(E)  are required. 
The lack of such data is a potential problem for 
many anomalous-scattering experiments. A number 
of methods can be used to determine f ' (E) and f"(E)  
curves. Theoretical calculations have recently been 
reviewed by Creagh (1988). The widely used values 
of Cromer & Liberman for free atoms, based upon a 
relativistic dipole theory (Cromer & Liberman, 1970, 
1981), are in good agreement with experiment except 
in the vicinity of an absorption edge, since these 
calculations do not take into account fine structure 
such as near-edge effects and EXAFS. Strong near- 
edge effects commonly occur at LH and Lm edges, 
and have been observed for some K and L~ edges. 

Several experimental methods for the determina- 
tion of f ' (E) and f"(E) are also available. These 
include X-ray interferometry (Hart & Siddons, 1981; 
Bonse & Hartmann-Lotsch, 1984; Begum, Hart, Lea 
& Siddons, 1986), the application of the Kramers- 
Kronig relation to absorption data (Bonse & 
Hartmann-Lotsch, 1984; Hoyt, De Fontaine & 
Warburton, 1984; Dreier, Rabe, Malzfeldt & Nei- 
mann, 1984), absolute powder intensity methods 
(Suortti, Hastings & Cox, 1985) and crystallographic 
refinement using a known structure, either with 
single crystals (Templeton & Templeton, 1978, 1982, 
1985, 1988, 1990; Phillips, Templeton, Templeton 
& Hodgson, 1978; Templeton, Templeton & 
Phizackerley, 1980; Templeton, Templeton, Phillips 
& Hodgson, 1980; Templeton, Templeton, Phi- 
zackerley & Hodgson, 1982), or with powders (Will, 
Masciocchi, Hart & Parrish, 1987). The crystal- 
lographic methods are the only ones that offer the 
possibility of site-specific determinations for complex 
materials. 

When using experimental data obtained by any of 
the above techniques, it is necessary to consider what 
effect different instrumental arrangements have on 
the observed form of f '(E) and f ' ' (E), and also how 
these functions might be expected to vary between 
different compounds. The energy resolution used in 
an experiment influences the shape of the observed 
f '(E) and f"(E) curves because the instrument band- 
pass is convoluted with the natural shape. This 
should be taken into account when data from 
different sources are being used together (Lee, Gao, 
Sheu, Petricek, Restori, Coppens, Darovskikh, 
Phillips, Sleight & Subramanian, 1989). The influ- 
ence of instrument bandpass is well illustrated by 
two studies carried out on the compound 
NaSmC10H~zN208.8H20 at the Lm edge of Sm 
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(Templeton, Templeton & Phizackerley, 1980; Tem- 
pleton, Templeton, Phizackerley & Hodgson, 1982). 
A difference of up to 8 e is seen in both f '  and f "  for 
the two experiments. The transferability of f '(E) and 
f"(E) between compounds is also dependent upon 
the similarity of the absorption cross-sections for the 
different materials. 

Near-edge structure, such as the white-line features 
commonly found at Lu and Lin edges (Brown, 
Peierls & Stern, 1977), depend upon final-state 
density-of-state effects or the presence of Rydberg- 
type core excitonic states, and may be expected to 
vary from compound to compound. It has been 
suggested that this chemical dependence of near-edge 
structure effectively prevents the quantitative trans- 
fer of scattering-factor information in the case of LII 
and Lm edges (Lye, Phillips, Kaplan, Doniach & 
Hodgson, 1980). Furthermore, Templeton & Tem- 
pleton (1988) reported a value of -11.6 e for f '  at 
the K edge of Zn 2 ÷ in zinc tartrate, compared to less 
than - 9  e for Zn metal, showing that chemical 
environment can be responsible for more than just 
an edge shift. In addition to this, the presence of 
EXAFS implies that anomalous-scattering factors 
are dependent upon the local structure around an 
absorbing species. This has been observed in many 
determinations of f '(E) and f"(E). The presence of 
EXAFS-related structure in f '(E) and f"(E) is 
unlikely to prevent the transfer of data between 
compounds as it is a relatively small effect, particu- 
larly for heavier elements (Dreier, Rabe, Malzfeldt & 
Neimann, 1984) and mainly influences the region 
above the absorption edge. Owing to these problems, 
values of f '(E) and f"(E) obtained from the com- 
pound under study, or from closely related model 
materials, should be used where possible. It is impor- 
tant that data should be obtained using the same 
instrumental bandpass, or that account be taken of 
the latter. 

Given the above limitations on the use of experi- 
mental information, our estimated shift of 8 eV 
should be treated with caution. The absorption spec- 
trum of GaAs shows the presence of near-edge struc- 
ture on the Ga K edge (Fukamachi & Hosoya, 1975; 
Fukamachi, Hosoya, Kawamura & Okunuki, 1977), 
which may be significantly different for Ga ~ and 
Ga III in GaC12 and could have a large influence on 
the observed result. Further experiments to measure 
the X-ray absorption spectra of GaC12 and model 
compounds such as GaA1CI4, KGaC14 and GaC13 are 
planned in order that such effects can be examined. 

Concluding remarks 

We have demonstrated that is is possible, with 
powder diffraction techniques, to observe a 
difference in the f '(E) curves for two different oxi- 

dation states of an element in a mixed-valence com- 
pound, in the vicinity of an appropriate absorption 
edge. The interpretation of this difference in terms of 
a relative absorption-edge shift is diffcult, but should 
be possible if suitable reference data are available. 
This method potentially provides information similar 
to that available from XANES studies, but with the 
advantage of being site selective. Ideally, reference 
data should be collected under identical conditions 
on model compounds, but in practice this approach 
is likely to be too time consuming. Alternatively, the 
Kramers-Kronig transformation of X-ray absorp- 
tion data offers a convenient route to such 
information. 
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Abstract 

High-resolution neutron powder diffraction data 
were used to determine the crystal structure of the 
superionic conductor CsDSO4 at 300K (low- 
conductivity phase) and at 448 K (superionic phase). 
A full structural analysis was performed, using the 
Rietveld method, to obtain previously unknown 
atomic positions, site occupancies and temperature 
factors for the light atoms. The mechanism of 
deuterium diffusion is discussed. At 300 K: mono- 
clinic, P2~/c, a = 7.78013 (9), b = 8.13916 (2), c = 
7.72187 (9) A, fl = 110.8720 (4) °, Rwp = 4.19% for 
7331 profile points (844 reflections). At 448 K: tetra- 
gonal, 141/amd, a = 5-74147 (9), c -- 14-31508 (26) A, 
Rwp = 2"21% for 8289 profile points (194 reflections). 

I. Introduction 

Deuterated caesium hydrogen sulfate, CsDSO4, 
belongs to a class of crystalline compounds which 

* The investigation was performed at the Rutherford Appleton 
Laboratory, England, and at the Laboratory of Neutron Physics, 
Dubna, USSR. 

have hydrogen bonds of the type M X A 0 4  (M = Cs, 
Rb; X = H ,  D; A = S ,  Se). All these materials 
undergo a phase transition to a superionic state. The 
phase transition is characterized by a sharp increase 
in conductivity (by three to four orders of magni- 
tude, up to 10 -2 lq-~ cm - l )  and by a large spon- 
taneous shear strain (10 -2) (Baranov, Shuvalov & 
Schagina, 1982, 1984; Baranov, Shuvalov, Fedosyuk 
& Schagina, 1984; Yokota, 1982). The transition 
temperature (T~) for CsDSO4 is 412 K (Baranov, 
Shuvalov & Schagina, 1984). Previous X-ray and 
neutron diffraction data showed the phase (II) struc- 
ture, below To, to be monoclinic, space group P21/c, 
and the phase (I) structure, above To to be tetrag- 
onal, space group 14/amd (Merinov, Baranov, 
Maksimov & Shuvalov, 1986; Balagurov, Beskrovnyi 
& Savenko, 1987; Merinov, Baranov, Shuvalov & 
Maksimov, 1987). The crystal structures of CsDSO4 
(I) and CsDSO4 (II) are isomorphic with the corre- 
sponding phases of CsHSO4, CsHSeO4 and CsDSeO4 
(Balagurov, Belushkin & Beskrovnyi, 198 5; 
Belushkin, Natkaniec, Plakida, Shuvalov & Wasicki, 
1987). It is therefore believed that conclusions as to 
the crystal structure and mechanism of conductivity 
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